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FOREWORD

This contract work was begun April 1, 1963 and continued through
June 30, 1964, The first six months of the work was done at the Institute
for Research in State College, Pa. while the last nine months was done at
a branch of the Institute for Research in Medford, Massachusetts.

Dr. Anne W. Story was the contract monitor. The contract work was under
the supervision of Dr. Emir H. Shuford, Jr., now at the Decision Sciences
Laboratory in Bedford, Massachusetts. Dr, Shuford served as principal
investigator from April through August of 1963. During this period,

Dr. Masanao Toda, now a member of the Department of Psychology at the
University of Hokkaido in Sapporo, Japan, worked closely with Dr. Shuford

in developing the approach explicated in this paper. Mr, Jun-ichi Nakahara,
now also a member of the Department of Psychology at the University of Hokkaido,
worked under the contract with Drs. Shuford and Toda in developing the
fungus-eater approach. Mr. Edward Massengill, now at the Decision Sciences
Laboratory, worked under the contract from its inception and became principal
investigator in September of 1963 upon the resignation of Dr. Shuford.

Mr. Samuel Vaughn, now with HRB-Singer, Inc. at State College, Pa., served

as administrative assistant on the contract from its inception through
February of 1964,

This final report, summarizing the contract research, developed out of
a study of the contract reports by the author and out of discussions of the
contract work between the author and Dr. Shuford. Thus, the basic ideas
found in the paper are drawn from the contract reports and this paper is

merely an attempt to put them into the context of the approach and theory



which have guided and developed out of the contract research. The particular
ideas included and the emphasis given to these ideas are largely the
responsibility of the author. The paper, as a whole, represents an interpretation
by the author of ideas in the contract reports. Of the other three

professionals, besides the author, who worked under the contract, only

Dr. Shuford has had a chance to read the paper and make suggestions.

The author wishes to thank Dr. Shuford for the time and encouragement he
has given the author in the contract work both during the time that Dr. Shuford
was principal investigator and since that time., He also wishes to thank
Dr. Toda and Mr. Nakahara for many stimulating discussions and Mr. Vaughn
for his efforts in making the administrative aspects of the contract function
smoothly.

The research forming the basis of this paper was supported principally
by contract AF 19(628)-2968, with the Electronic Systems Division of the
United States Air Force, and in part by contract AF 19(628)-2450 with the
Electronic Systems Division and by research grant GS-1llu4 from the National

Science Foundation,
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ABSTRACT

The purpose of this paper is to summarize the approach and theory on which
the research performed under ESD contract AF 19(628)-2968 is based. Basically,
the approach is the use of decision theory, with the assumption that people
behave optimally given their formulations and constraints, to study the
significant tasks that people perform. The ultimate goal of the approach is
to map human behavior onto logic and mathematics.

The emergence of the approach is given along with four basic requirements
that we make of any theory to be used in understanding the behavior of individuals.
Our approach is contrasted with more traditional approaches. The procedure
‘of our approach, task analysis, is explained and is illustrated by examples
from the contract research. The place of applicgtions in our approach is dealt
with extensively.

The paper includes a guide to the more important ideas dealt with in the
contract research with references to the felevant contract publications.
Abstracts of these publications, seven completed and seven in preparation,
are also included.
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PURPOSIVE SYSTEMS
THEORY AND APPLICATION

(FINAL REPORT)

INTRODUCTICN

1, Basic research and applications

The study of human behavior involves both basic research, the attempt
to develop a science of behavior, and applied research, the attempt to
use what is presently known about human behavior to help man deal more
successfully with his problems. Thus, basic research leads to the discovery
of principles of behavior, while applied research makes use of these
principles. Basic research and applied research are complementary. The
results of the search for principles of behavior can lead to suggestions
of various ways of improving present practice. And, of course, the very
existence of problems often leads to attempts to find principles to explain
them.,

This interaction between the basic and applied aspects of a science
is certainly not limited to psychology. Physicists and engineers have not
waited for a complete understanding of the physical aspects of the universe
in order to apply what they already know. Physicians have not been content
to wait until all of the theoretical issues concerning disease and health
have been solved before applying the principles that are known at any time,
however tenuous they may be. The increase in conveniences and in life
expectancy and general health, where these applications have been made,
points up how valuable applications can be even when they come before all

of the principles of an area are known.



This attempt to apply what is known at any stage seems to be true of
science in general., Man wants to understand how the universe and the
things in it operate. But since he must live in the universe, this
attempt at understanding also includes the idea of learning to better
control his surroundings in an effort to improve the conditions of living.
But even if man were only interested in understanding the universe, it
seems clear that to do a thorough and efficient job, he would need to
evaluate, by application, the principles he believed to be true and to
build on those that seem to be effective. For example, progress in
understanding and discovering principles of flight has no doubt been
accelerated as a result of the application of the principles known at any
point in developing means of flight.

It should be clear that both basic and applied research have an
important place in science in general and psychology in particular.

Man's life has been greatly affected by application of what is known
about human behavior. Certainly the work done concerning mental illness
has led to an improvement in the lot of those who are placed in this
category. Again, research concerning exceptional children has been
effective in helping children, who in previous times would have been
regarded as hopeless, to gain skills that will enable them to lead more
independent lives. And much of the progress that has been made in appli-
cations has been the result of prior theorizing and experimentation.

But the mere fact that principles have been and are being discovered
and applied in an area, does not guarantee that the approach being used
is leading to the discovery of the most important principles involved or
that it will ever do so. There are a very large number of possible
relations existing at any one time in a particular scientific area and it
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is impossible to examine them all. Thus, we as scientists must continually
evaluate the classes of principles we are trying to discover in terms of
their importance, if it is our purpose to discover the significant rela-
tions in our area. We must evaluate our underlying theory and approach

in terms of how well they are helping us to deal with the important
relations. This includes a comparison of our approach with other
approaches in an effort to determine which will be more effective, in terms

of leading to the discovery of important relations.

2. The emergence of our approach

The work, described in the abstracts in chapters V and VI, is the
result of a definite view concerning the theory and approach that should
be used in developing a science of behavior and the approach that shculd
be taken in applications. This view has developed as a result of two
processes: the development of decision theory and a growing dissatisfaction
with current theories and approaches in psychology. Of course, there has
been interaction between these two processes. The development of decision
theory, its promise in leading to a science of behavior and its contributions
to important applications, has contributed to our dissatisfacticn with
traditional theory and approaches. And this dissatisfaction has, in turn,
encouraged greater effort in developing decision theory.

Our goal in developing a science of behavior is to understand the
behavior of individuals. It seems to us that this can best be accomplished
by studying the systems involving individuals and the tasks they perform.

It is our assumption that the performance of a task by an individual is
guided by his purpose in performing the task. Hence we regard these
systems as purposive systems. Having gone this far, we need a theory
which will enable us to effectively and efficiently study these purposive

= 3 =



systems. Because of our particular scientific backgrounds, there are certain
characteristics that we desire in a theory that is to be used in studying
purposive systems.

1, It should be a comprehensive theory.

2, Its language should be a purposive language.

3. It should be internally consistent.

4, We should be able to map behavior onto the theory.

3. Discussion of our requirements for a theory

As we will emphasize throughout this paper, we want to begin with a
comprehensive theory., We are not interested in studying isolated aspects
of behavior with a view of someday trying to fit them together. Rather,
we want to start in the beginning with a theory that will be able to
handle, in principle, all aspects of behavior. We have assumed that the
systems we desire to study are purposive and thus we want our theory to be
stated in the language of purpose (Toda and Shuford, 1964b). We want the
theory to be above reproach in its relation to logic, therefore we insist
that it be internally consistent. And finally, we want to be able to map
behavior onto the theory once it has been developed. To do this, it will
be necessary for the statements of the theory to be such that a one-to-one
mapping with behavior is possible. And to do the mapping, we will have
to make some assumption(s) that will connect behavior with the theory.

We would like for this assumption or these assumptions to sound as
reasonable as possible at the time we begin to use the theory, so that we
will have some confidence that development of the theory will yield the
desired results.

We have, in decision theory, a theory that fulfills the above
requirements. We should not leave the impression here that we specifically
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set up these criteria before we chose to use decision theory in our work.
It is closer to the truth to say that the use of decision theory has
pointed up the importance of these criteria. But let us look more closely
at how decision theory meets these requirements.,

Comprehensiveness. Decision theory is a comprehensive theory in

that, if applicable to behavior, it can explain all aspects of behavior,
This can be compared to a more restricted theory that might purport to
explain only the learning of nonsense syllables. And as a comprehensive
theory, decision theory offers an economy of description for behavior as

a whole. There are many ways in which behavior could be described. There
are many levels on which the description might take place. Decision theory
explains behavior on a fairly macroscopic level as opposed, for example,
to a theory which might deal with behavior in terms of atoms. The very
fact that decision theory operates at a macroscopic level means that the
total number of possible relations with which we will be concerned is
greatly reduced.

Purposive language. The language of decision theory is the formal

statement of the informal language that human beings have developed for
talking about behavior in the type of tasks that we regard as important
in developing a science of behavior.l For example, we talk about "why"
we do certain things, the '"chance'" of "a certain thing happening," how
much something is "worth" to us, the "result'" of taking a particular
"course of action" when a particular state of the world is the case, the
"cost of finding out more'" about a situation, how much we can expect to
"profit" by following one course of action as opposed to another, the

"best course of action" to follow, Persons familiar with decision theory

1
See Toda and Shuford (196u4b).



will immediately recognize the language equival®tnts of the above ideas in
decision theory: purpose, probability, state of nature, utility, outcome,
act, cost of information, expected gain, optimal act. Human beings have
observed themselves and others performing tasks and have used words to
describe what they perceived., Decision theorists have merely set up a
formal language that expresses these aspects of purposive tasks.

In setting up this formal language, an economy in expression has
been brought about. In our everyday language, we use several different
terms to refer to the same thing or one term to refer to several different
things. For instance, we talk about probability, chance, likelihood.
Decision theory uses just one term to stand for this concept and that is
probability. Thus, the number of words that need to be used in discussing
purposive systems are sharply reduced by using the language of decision
theory since each concept has but one term associated with it and each
term has but one concept associated with it.

Internal consistency. Decision theory is internally consistent. The

internal consistency of decision theory is assured because decision
theory is essentially the incorporation of logic and mathematics to find
maxima or minima. In this sense, decision theory is simply applied
mathematics. As we will point out later, decision theory specifies the
maximum expected utility or minimum expected loss given the formulation
and constraints of the problem in question. Since, in the language of
decision theory, the act with the maximum expected utility or minimum
expected loss is defined as the optimal act, decision theory specifies
optimal behavior given the formulation of the problem and the constraints
involved. If one accepts logic and mathematics, he will agree, if he is
consistent, that decision theory does specify optimal behavior in the above
sense, Thus, it is evident that decision theory is internally consistent.

= 6 =



The mapping of behavior. Finally, decision theory yields statements

that have a one-to-one correspondence with behavior. And the mapping of
behavior onto the theory can be done with one assumption. This assumption
seems to be a reasonable one on the basis of what we know about behavior.
The assumption is that people behave optimally given their formulations
and constraints. In other words, a person behaves in any situation so as
to maximize subjectively expected utility, given his formulation of the
situation and the constraints involved. We will comment more on this
assumption in section 2 of chapter II.

At this point, we should make clear that while the assumption sounds
reasonable to us, we realize that there is a chance that it is not the
case, or at least that it is not exactly the case., We are not going to
say definitely that people do behave this way. We do not have the
evidence necessary to make this statement. But because we have good
reason to believe that they do and because making this assumption will
allow us to map behavior onto logic and mathematics, by allowing us to map
it onto our theory, we make it an assumption in our approach. Since it
seems to be a reasonable assumption, we have confidence that our approach
to developing a science of behavior will be effective.

Our assumption seems to be a relatively weak one to have to make in
order to get a mapping which promises such powerful results., We could
have made a much stronger assumption, e.g., that people behave optimally
given some decision theorist's formulations of their tasks. Using this
assumption, we would probably arrive more quickly at a point where the
theory could be tested. But this assumption does not seem very reasonable
to us and we believe that we could quickly cite examples in which it is

contradicted. On the other hand, by using the assumption that we are
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willing to make, it will be a long time before anyone is able to find a
contradictory example.l This matter is discussed further in section 4 of
chapter II,

Thus, we have an assumption, relatively weak and relatively reasonable,
in terms of what we know about human behavior, which will enable us to
map behavior onto logic and mathematics. This mapping would not be
possible, however, even given the assumption that we make, if the state-
ments of the theory were not such that a one-to-one mapping could be made.
But fortunately, decision theory yields such statements. There is a kind
of uniqueness in the solutions of decision theory that makes a one-to=-one
mapping possible. This distinguishes the results of decision theory from
the results of the satisficing theory. The criterion in this latter theory
is to choose the act which has an expected utility greater than some given
value, It is easy to see that we could not get the desired mapping in this
case because there is no one best act as there can be in decision theory,
i.e.y in the satisficing theory, acts with different expected utilities
can meet the criterion.

Thus, decision theory seems to be the ideal theory for use in
the study of purposive systems when the goal is to understand the behavior
of individuals. In the next section, we will contrast our approach with
other approaches. In doing so, we will expand on the ideas that we have

introduced in this chapter,

lFor an illustration of how difficult one is to find, see the section
of Toda and Shuford's paper (1963) concerning the urn gamble.
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II. OUR APPROACH CONTRASTED WITH OTHER APPROACHES
This chapter deals with eight aspects which show how our approach
compares with other approaches. These aspects are neither mutually exclusive
nor exhaustive. They are:

1. The type of theory: comprehensive versus
miniature theories.

2, The content of the theory.

3. The subject matter of psychology.

4, The place of empirical research.

5. The type of tasks to be studied.

6. The task performers of interest.

7. The individual versus the "average" individual.

8. The quality of performance.

1. The type of theory

In the earlier days of psychology, comprehensive theories played an
important role in research. The best known of these theories are usually
grouped under the headings of stimulus-response theories and Gestalt
theories. But of late, there has been a tendency in psychology to forego
the comprehensive theory in favor of miniature theories, i.e., theories
that cover very restricted areas of behavior.

In our opinion, there is more to be gained by beginning with a
comprehensive theory and developing it to take into account various aspects
of behavior than by bsginning with isolated theories and attempting to
put them together into a unified whole. One reason is that we are not
convinced that one can necessarily build higher level relations from more
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elementary relations. In other words, we are not sure that miniature
theories can be combined to yield a comprehensive theory. Another reason
is that valuable time can be wasted by concentrating on irrelevant aspects

of behavior, i.e., developing irrelevant miniature theories.l

2, The content of the theory

Though we favor comprehensive theories, we find that we cannot accept
the stimulus-response approach because of its seeming inability to handle
meaningfully the high level tasks in which we are interested. And while
we feel more at home with the Gestaltists, when we hear such words as

structure and wholes, we feel that they have not sufficiently developed

their ideas. Thus we have turned to another comprehensive theory, decision
theory. As we have said, decision theory is of use to us because it is a
comprehensive theory, because its language enables us to talk rigorously
about purposive systems, because it is internally consistent, and because,
with the addition of the rationality assumption, it allows us to infer the
formulations and constraints of individuals.

In the language of decision theory, our assumption is that individuals
maximize subjectively expected utility, given their formulations and
constraints., Note that this is not an assumption of decision theory, as
such, but merely a use of its language. Decision theory merely yields the
maximum expected utility or minimum expected loss given the probabilities,
utilities, purpose, and constraints involved in a situation. And this is
just the result of applying logic and mathematics to find this maximum or

minimum expectation. Decision theory itself does not comment on whether

1This question of comprehensive versus miniature theories is examined
further in section 4 of this chapter.
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a person should or does behave in a certain way. It merely specifies optimal
behavior for the given situation.

But our rationality assumption plus decision theory, enables us, at
least in theory, to look at observed or possible behavior and explain this
behavior by specifying the formulation and constraints of the person
involved. In actual practice, it will depend on the extent to which
decision theory has been developed and, of course, on how well our
assumption holds in the situation in question. But if our assumption does
hold, then development of decisjon theory will lead to an understanding
of the behavior of individuals in the sense that formulations and constraints
can be inferred on the basis of observed behavior.

At this point, we should comment further on what we mean by saying
that people behave optimally given their formulations and constraints.

This implies that different people can perform the same task with
different resulting behavior and yet the behavior of each be optimal.
There are two important points to be considered here. One is that two
people, or one person at different times, may perceive highly similar
situations differently. It may be because of differences in perceptual
ability, because of a choice to ignore certain factors, etc. The other
point is that two people who perceive a situation in the same way may make
different use of the information that is present because of a difference
between the decision principles that they have acquired, because of
constraints in their capacities, etc. But we assume that when formulations
and constraints are taken into consideration, the resulting behavior is
optimal, Thus, when decision theory is more fully developed, we should

be able to infer, on the basis of observed behavior, the formulation and

constraints involved in a given purposive system.
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3. The subject matter of psychology

In our view, psychology is concerned with individuals performing tasks.
The performer and his task can be regarded as a system. Thus the subject
matter of psychology is these systems. Most psychologists would probably
agree with us up to this point. But we go one step further and describe
these systems as purposive systems. Thus, in our view, the subjective
matter of psychology is purposive systems.,

This, of course, clashes with the ideas of those psychologists who
would regard the systems as basically mechanistic., For instance, an S-R
psychologist might say that the use of purpose is superfluous; that the
systems can be explained in terms of stimuli evoking responses., But it is
our view that in high level tasks, the performer chooses the response(s)
that will result from a given set of stimuli. We assume that the person
in the system is reacting to stimuli by attempting to organize the incomingn
information. This organizing involves judging the uncertainty of the
possible states of the world, placing values on possible outcomes, etc.

And further, this organizing is being done in order that the course of action
with the highest subjectively expected utility may be found. Thus, in our
view, the person in the system is very active in determining the response(s)

that will be made to the stimuli,

4, The place of empirical research

We have said that decision theory specifies optimal behavior, i.e.,
the act with the maximum expected utility or minimum expected loss, given
a well-specified task, including the constraints involved. This is decision
theory in its normative sense, And decision theory is truly normative in
this sense. In other words, the behavior it specifies is optimal and
anyone:; animal, man, or machine, who has the same formulation and the same
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constraints, should behave in the manner prescribed by decision theory if
he wants to behave optimally. This just means that given the logic we
accept, the behavior specified by decision theory is optimal. In other
words, it is the consequence of using logic and mathematics to find maxima
or minima. Thus, given a formulation, a purpose, and the constraints involved,
decision theory does specify the optimal behavior.

We should hasten to add that we cannot chose a task, formulate
it, find the optimal behavior, and then say that everyone should behave this
way in order to be optimal., This is not a consequence of logic. As we
have said, different people may formulate the same problem in different
ways or may consider different aspects of the same problem. Thus what is
optimal for one person may not be optimal for another, even in the same
situation. So the problem must be fully specified before the should of
decision theory can really have meaning.

So first, decision theory is normative in the above sense, i.e.,
for a well-specified problem, the behavior prescribed by decision theory
is optimal; logic and mathematics work. And second, we assume that when
the task of a person is fully specified, i.e., the formulation, purpose,
and constraints known, his behavior will be found to be optimal. In other
words, we assume that it conforms with decision theory and thus with logic
and mathematics. Given these two points, it is possible to understand
the behavior of individuals by studying the formulations of tasks that would
result given certain constraints, or given that certain constraints were
removed, and by noting the behavior that results. When this has been done
for a very large number of significant tasks, it should be possible to look

at human behavior and infer the formulations and constraints that produced
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it. Thus, we can develop our theory by logical deduction rather than by
empirical observation.

There seem to be three possible uses of empirical observation in
developing a science. First, empirical observation may help to suggest
a given theoretical approach. Once a theory has been adopted for use in
understanding an area, it may be necessary to continue to use empirical
observation in order to extend it. This implies a certain weakness about
the theory in that one would like to be able to develop the theory, once
the assumptions have been made, by logical deduction. Once a theory has
been developed, there is a need to test its effectiveness in explaining
the area it purports to explain. This state, of course, involves empirical
observation,

We have, in our work, already dealt with empirical observation in
the first sense, We have observed human behavior and studied the findings
of others and have, on this basis, formulated a seemingly fruitful approach
to further study. Now our job is to develop the theory. Since our theory
is so structured as to allow us to develop it by logical deduction, we
have no need of additional empirical observation in developing it. We need
only study tasks. There will come a day when we will wish to test the
theory, but this day seems at present to be far off, i.e., our theory will
not be testable until it has been developed to a much greater extent.

Of course, our emphasis on the development of decision theory by
the analysis of tasks does not mean that we will no longer do any empirical
work, In fact, as we analyze more tasks, we may find that we need to
utilize empirical research in ways that we can't imagine now. But for the
present, our empirical work will be in the area of applications. And
decision theory has very important applications, e.g., helping people to
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learn to formulate their important decision problems so as to increase
expected payoff; helping them to use their own utilities, probabilities,
and formulations to get exact solutions for their problems; and furnishing
them with approaches for handling problems that have not yet been analyzed.
Thus while empirical work is not necessary at this time in developing our
theory, it has an important role in the area of applications.

Of course, there will be many who will not agree that we should proceed
without further empirical observation. This probably means that they do
not agree with our rationality assumption and/or with our assumption that
decision theory can be developed so as to enable us to understand behavior.
Many of those that disagree probably prefer to keep close to the empirical
and to deal with theories that are restrictive enough so as to be amenable
to testing immediately.

While many psychologists will distrust an approach which is not
immediately amenable to testing, we feel that there is ample reason to
distrust the prevalent approach to developing miniature descriptive
theories, We do not deny that these theories may actually describe, in
the relevant population, the aspect of behavior they are meant to describe.
But because of the important part that culture and learning play in
determining behavior, it seems clear that the empirical study of behavior
is apt to involve arbitrariness and instability.

The fact that the theories deal only with isolated aspects of behavior,
means that in order to understand all aspects of behavior, many such
theories will be needed. We question the assumption that a large number
of these theories, taken together, will lead to an understanding of the
important aspects of behavior. We have already seen the difficulty of
combining elementary relations in an effort to get more complex ones when
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the rules of combination are not known. In the first place, the relations
may change when combined with other relations. In the second place, the
instability and arbitrariness, involved in the systems on which the
miniature theories are based, lead us to believe that any attempt to combine
these theories will result in inconsistencies that will be hard to remove.
Thus in the light of our goal of developing a comprehensive theory of
behavior, we believe that an approach using a theory that is based on the
prior study of human behavior and one which can be developed by logical
deduction has as much to commend it as does an approach basec on the continual

observation of human behavior and the use of miniature descriptive theories.

5. The type of tasks to be studied

Traditionally, psychologists have attempted to simplify the systems
they study. This has resulted in the division of psychology into various
areas such as learning, perception, memory, motivation, etc, Going even
further, they have tried to find tasks within these areas which could be
controlled so that, at most, only a few things would vary. They have
introduced the animal into psychological research in an attempt to get task
performers that are easier to control than human beings. The rationale for
studying restricted tasks and simpler organisms is that this will enable
the psychologist to find very elementary relations. And it is believed
that, once enough of these elementary relations have been found, a science
of behavior which encompasses all of them will emerge.

We have grave doubts about many of the tasks currently being studied
in psychology. First, we question the simplicity of many of the tasks
commonly regarded as simple. Second, we question whether some of the tasks
currently being studied are in fact decompositions of any significant tasks
that people perform. And third, we question the relevance of studying these
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tasks, in terms of understanding significant tasks, even if they are the
results of valid decompositions of higher level tasks.

The complexity of apparently simple tasks. Psychologists try to choose

tasks and subjects in such a way as to control most of the aspects of the
resulting systems. These resulting systems seem to be simple systems.
The fact is that many times they are not well controlled at all and are
far from simple.,

There are several reasons that an experimenter may regard a task as
simple when it is actually very complex. In some cases, he may not under-
stand the task involved to any great degree and thus may believe that it
is a simple task when actually it is very complex. But even if he understands
the task involved, he may not understand how different subjects will
perceive the task. Thus he may decide to ignore various aspects of the
situation because they seem unimportant to him. This, of course, does not
guarantee that the subjects will regard them as unimportant. If some or
all of them do not, then the experimenter is in trouble; because to adequately
interpret performance, he needs to know each subject's formulation or be
reasonably sure that each subject has the same formulation.

Since we know very little about a subject's formulation in any task,
the only way to proceed in order to get meaningful empirical observations
is to try to make sure that all of the subjects adopt the formulation and
purpose of the experimenter. The success of this approach depends on the
experimenter adequately understanding the task, on his being able to
communicate the task to the subject, and on his being able to persuade the
subject that it is worth his (the subject's) while to use this formulation
and purpose. In our empirical research, we have tried to accomplish this
by using well-defined tasks and actually making it worthwhile for the
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subject to adopt our formulation and purpose. But, of course, most of our
empirical work is concerned with applications rather than basic research.
In many experiments in basic research, the subject is given the explanation
of the task and asked to accept it, with little or nothing in the structure
of the task which would induce him to do so. There are many examples of
using college sophomores in experiments involving no specific payoff
function that might lead them to cooperate., This can turn what seems to

be a simple task into a very complex one,

For example, a free recall task seems, at first glance, to be a
fairly simple, well-controlled type of task. Subjects are shown a list
of words, one at a time, and then are asked to recall as many of them as
possible, Let us suppose that the experimenter only asks the subjects to
do this; that he does not pay them in such a way that will encourage them
to respond with all of the words they can recall and/or will not encourage
them to try very hard to remember the words.l 1In this case, the experimenter
is asking the subjects to induce a payoff function onto the possible
responses, such that the optimal behavior will be to answer with as many
responses as can be remembered,

Suppose a subject decides that he would like to appear to be a good
learner in the task. He believes that to guarantee this appearance, he
should hold some of the words he remembers on the first few trials in
reserve, i.e., not respond with them, so he will be sure of having an

adequate number of words on the later trials to give the appearance of

1Many experimenters deceive subjects about the structure of the task
in which the subject is participating. Experimenters should not be so
naive as to believe that subjects are not deceiving them, though maybe
inadvertently, when they say they understand a task and will try to do
their best in the task even when there is little or no incentive to do so.
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learning.l In this case, the subject is inducing a payoff function over

the possible outcomes on each trial that may have a much different maximum
than the payoff function which would cause him to respond with all of the
words he could remember. Thus he may maximize subjectively expected utility,
i.,e., behave optimally, but in terms of a payoff function much different
from the one that the experimenter desired.

The experimenter has in this situation, by failing to exercise
adequate control, left room for the subjects to assume their own payoff
functions. At the very least, he could have paid subjects according to the
number of responses they gave on a trial and made the payments high enough
to encourage the best performance possible from them. This lack of control,
an example of which is leaving many things unspecified, opens the door for
subjects to supply their own interpretations. The result can be to make a
rather simple task very complicated.

In such situations, the observed behavior is probably meaningful only
as a commentary on how well a subject was able to do in a specific task,
given his own formulation of the task, whatever that formulation was. But
it is often taken as an indication of how well he did in the task<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>